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Abstract

On the surface, the three on-line machine learning problems analyzed in this thesis may seem unrelated.
The first is an on-line investment strategy introduced by Tom Cover. We begin with a simple analysis that
extends to the case of fixed-percentage transaction costs. We then describe an efficient implementation that
runs in time polynomial in the number of stocks. The second problem is k-fold cross validation, a popular
technique in machine learning for estimating the error of a learned hypothesis. We show that this is a valid
technique by comparing it to the hold-out estimate. Finally, we discuss work towards a dynamically-optimal
adaptive binary search tree algorithm.
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Chapter 1

Introduction

The probabilistic method often makes an otherwise difficult problem seem easy. Its cornerstone is us-
ing a probabilistic analysis for a deterministic problem. We use the probabilistic method and other such
simplifying tools for three problems in machine learning. These three problems can all be viewed as varia-
tions on predicting from expert advice, a problem well studied in machine learning theory and other areas
[49,12,62].

In the first problem, the experts are an infinite family of investment strategies. Our goal is to do almost
as well as the best of these strategies. Although the algorithm we analyze is completely deterministic, by
observing that its performance is the expected performance of a random expert, the analysis becomes simple.
Using rapidly-mixing Markov chains, we are able to efficiently implement this strategy with a large number
of stocks.

In the second problem, we analyze k-fold cross-validation,a common technique in machine learning for
estimating the error a hypothesis on data. The k-fold estimate is the average of k estimates, which can be
thought of as expert suggestions. Despite the fact that these estimates may be very correlated, we show that
their average is strictly better than an individual.

In the third problem, we are interested in the dynamic optimality of binary search trees. We propose an
algorithm that also is a weighted average of all binary search tree algorithms. Again, while the algorithm
is completely deterministic, the analysis is probabilistic. This is one of the classic problems in on-line
algorithms, and the first problem is the most well-studied problem in on-line portfolio selection.

1.1 On-line Analysis

On-line analysis, introduced by Sleator and Tarjan [57], provides a metric for analyzing on-line algorithms.
An on-line algorithm is an adaptive algorithm, in that it receives its input incrementally. In contrast, an
off-line algorithm receives all of its input at the start. For example, in caching, we have a sequence of
requested pages and a cache which can hold & pages. Proceeding through the sequence, every time a page
is requested and is in the cache, we simply return that page. However, every time a page is accessed and is
not in the cache, we must evict one of the pages in the cache and replace it with the requested page. For
an off-line algorithm, the entire sequence of requests is known in advance, and page replacement decisions
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can be made based on knowledge of future requests. For an on-line algorithm, the requests are revealed and
must be handled one at a time.

Given a cost metric, e.g. a cost of 1 for evicting a page, minimizing the cost of an off-line algorithm
is an ordinary optimization problem. Sleator and Tarjan’s method of on-line analysis provides a framework
for comparing on-line algorithms. An on-line algorithm is r-competitive' if, for any sequence of requests,
its cost is no more than r times the off-line optimal cost, plus some constant c. Say at the completion of the
sequence, an on-line algorithm has a regret that is the ratio of its cost to the minimum cost of an off-line
algorithm. This is the amount that the algorithm regrets its choices compared to the optimal choices made
with hindsight. Then the competitive ratio r is the worst-case regret, modulo the constant additive term c.
Perhaps this is best illustrated with an example.

List Update Example

In the classic list update problem, we have a linked list of items, which may be thought of as folders in a
filing cabinet. Each time an item is requested, we have to search linearly through the list until we find it. If
the item is at position ¢ in the list, this search costs . In the standard model, we are allowed to reinsert the
item anywhere in positions 1, 2, . ..7 at no cost and perform arbitrary swaps of adjacent list items at a cost
of 1 per swap.

Sleator and Tarjan have shown that the move-to-front algorithm, which moves each requested item to
the front of the list, costs at most a factor of 2 more than any list algorithm, for any sequence. Thus their
algorithm is 2-competitive, i.e. has a competitive ratio of 2, provided that both algorithms begin with the
same list order [57].

A simple way to see this? is to change the problem so that it is mandatory to move the requested item to
the front of the list. This never increases the cost of a sequence more than a factor of two. To see this, think
of a new cost function where, if the requested item is at position ¢, the search still costs ¢, but the reinsertion
at position 1 < 7 < i now costs j — 1 (because we first move the item to the front at no cost and then perform
7 — 1 swaps to move it to position j). The new cost is always at least as large as the old cost, but never
more than twice as large, because the reinsertion cost is no more than the search cost. Thus a r-competitive
algorithm under the new cost metric will be 2r competitive under the old.

Next, observe that an optimal thing to do is to never perform any swaps, even for an off-line algorithm.
To see this, suppose the last thing done after a request was to swap & and y. Let us be lazy and delay this
swap until after the next request. If the next request is neither z nor y, then the delay has had no additional
cost. If z is requested, then we have actually decreased our search cost by 1, and we no longer have to do the
(x,y) swap, since z is moved to the front in either case. Similarly, if y is requested, we have increased our
search cost but reduced the number of swaps, thus not changing the total cost. Since we can always delay
the last swap, we can actually delay all swaps indefinitely, and move-to-front is optimal. Since the new cost
model differs by a factor of two from the old cost model, move-to-front is 2-competitive. i

On-line algorithms are adaptive and thus can be viewed as learning algorithms. For example, there are
many things one might learn from a sequence of accesses, such “as after z is requested, y will always be
requested before z.” However, on-line analysis show that the move-to-front algorithm uses, up to a factor of
two, all the valuable information one might learn from the sequence, for the list update problem.

In addition, we can speak of the competitive ratio relative to a restricted class of off-line algorithms.
In this case, the on-line algorithms are allowed to do more than the off-line algorithms, and we have a
competitive ratio bounding the performance of an on-line algorithm to best of the restricted class of off-line

'In general, r is a function of the problem size and the sequence length.
2Sleator and Tarjan use a more sophisticated potential function analysis.
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algorithms. For example, in the list update problem we might restrict the off-line algorithm to do swaps only
in positions that preceded the accessed element, while the on-line algorithm could do arbitrary swaps.

1.2 Universal Portfolios

Consider the investment strategy of dividing one’s money evenly among s stocks and letting it sit. This has
the on-line guarantee that, at any point in time, regardless of the market, it will have at least the performance
of 1/s times the performance of the best stock, where performance is defined as the value of the investment
for an initial one-dollar investment. Since, over time stock prices grow exponentially, this popular strategy
approaches the exponential growth rate of the best stock.

On the other hand, a Constant Rebalanced Portfolio (CRP) keeps the same distribution of wealth among
a set of stocks each day. For example, the (0.4, 0.5, 0.1) each day rebalances so that it has 40% of its money
is stock 1, 50% in stock 2, and 10% in stock 3. Thus there are infinitely many possible CRPs.

These CRPs capture the notion of “buy low, sell high.” As the price of one stock increases (relative to the
others), it buys more, and as the relative price decreases, it sells. How low is low and how high is high? The
CRP smoothes these decisions based on a single parameter for each stock. Typically, if you could choose
the best parameters for your CRP in hindsight, you would be doing exponentially better than the best stock.
CRPs capitalize on the relative volatility between stocks. It may be that two stocks, over a year, lost value,
but a CRP may have gained. Furthermore, like the previous strategy, it has the nice property that if all the
stock prices ever return to their initial values, then it cannot have lost money.

Thomas Cover has an algorithm called the UNIVERSAL portfolio, which performs almost as well as
the best CRP in hindsight [16]. The way it works is by averaging over all CRPs®>. We present a simple
probabilistic analysis of the deterministic UNIVERSAL algorithm, which relies on the fact the performance
of UNIVERSAL is the expected performance of a random CRP. We argue that any CRP that is “nearby”
the optimal CRP will perform near-optimally. Then, we show that a random CRP has a high probability of
being nearby the optimal CRP. This analysis extends without modification to the case of a fixed percentage
transaction cost. This is joint with Avrim Blum [8].

Since UNIVERSAL achieves the expected performance of a random CRP, one might instead consider
investing everything in a single, random CRP. This is analogous to investing all of one’s money in a random
stock rather than dividing it evenly and letting it sit. People seem to diversify their portfolio, perhaps because
they are risk averse. For example, they would rather be worth one million dollars for certain than a 10%
chance at ten million dollars and 90% chance of being bankrupt. Of course, for small amounts of money,
this risk aversion is not as important. The UNIVERSAL’s performance is guaranteed, which we would argue
is better than a guarantee on its expected value.

Unfortunately, all previous implementations of UNIVERSAL are exponential in the number of stocks,
with run times of O(n®~1). In joint work with Santosh Vempala [42], we present an implementation which
is polynomial in the number of stocks based on random walks. For this randomized algorithm, we prove
that with arbitrarily high probability, it performs arbitrarily close to UNIVERSAL.

1.3 Bounds for K-Fold Cross Validation

K-fold cross validation is a common technique for measuring the error of a hypothesis in machine learning.
First, we divide the given data into k£ equally sized folds. The standard hold-out estimate learns a hypothesis
on the first £ — 1 folds and tests it on the last fold, an independent test set. The k-fold estimate repeats

3Since the set of CRPs is infinite, this is an integral or, equivalently, the limit as we make a finer and finer grid on the set of
CRPs.
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this, learning on & — 1 folds and testing on the other fold, and averages the & estimates. Thus, it is similar
to the above scenario, where presumably more measurements are better. We show that indeed the absolute
moments of our estimate’s error are smaller for k-fold than a hold-out of size 1/ of the data, even though
the £ different estimates are by no means independent.

Previous analyses of k-fold cross-validation gave weaker “sanity-check” bounds. This is partly because
they were viewing the k-fold estimate as an estimate of the error of the hypothesis that is trained on all the
data. Unfortunately, nothing can be guaranteed for a black-box learning algorithm in this setting, because we
have not a single test of this new hypothesis. Instead, we view the k-fold estimate as an estimate of the error
of the average of the k hypotheses generated. While this is not what is used in practice, it clearly identifies
the difficulty with bounding the k-fold estimate’s error — the difference between the k constituent hypotheses
and the hypothesis trained on all the data. This is joint work with Avrim Blum and John Langford [9].

1.4 Splay Trees

Splay trees [58], discussed in Chapter 3, are adaptive binary search trees that operate in a manner similar
to move-to-front. Every time a node is accessed, it is rotated to the root through a clever series of rotations
(the tree analog of swaps). The dynamic optimality conjecture of splay trees, a longstanding open problem,
is simply the question of whether splay trees are constant-competitive in the same way that move-to-front
is, i.e. when the cost is the depth of the accessed item plus the number of rotations performed.

The technique we used in the move-to-front analysis could potentially extend to splay trees. Suppose
we make it mandatory to immediately move the requested node to the root exactly as splaying does. Then,
by the same reason as in move-to-front, we will increase the cost of any algorithm by at most a constant
factor. Next, suppose we increase the cost of each rotation by a constant factor ¢, further increasing the cost
by at most a factor of ¢. Then, one might hope to show that the lazy approach works, i.e. delaying the last
rotation to the next round will not cost anything extra. Unfortunately, this is not true for splay trees, but it
might be true for some variation on them, such as randomized splay trees [31, 1].

In this thesis, though, we try a slightly different approach. We consider the set of all sequences of
rotations as a set of experts. Every tree is viewed as a probability distribution predicting the next request,
with nodes near the root having higher probability. We then take a suitable weighted average of these
probability distributions and convert it back into a tree. The good news is that the search cost, i.e. the
sum of the depths of accessed elements, is no more than a constant times the total cost of any sequence
of rotations. Unfortunately, the rotation cost might be higher. However, we hope that this is a step towards
finding a dynamically optimal binary search tree algorithm. This is joint work with Avrim Blum and Santosh
Vempala.



Chapter 2
Universal Portfolios

Thomas Cover’s UNIVERSAL portfolio [16] is an on-line investment strategy with assumption-free
theoretical guarantees. In this chapter, we present a simple analysis of Cover’s investment strategy and
answer two open questions about his portfolios. First, our analysis shows that the UNIVERSAL properties
hold in the case of fixed percentage transaction costs. This analysis was joint work with Avrim Blum [8].
Second, we present a polynomial-time implementation of UNIVERSAL. That is, each day UNIVERSAL
specifies how much money to put in each stock. All previous methods of doing this calculation took time
exponential in the number of stocks. We present an efficient implementation based on random walks. This
is joint work with Santosh Vempala [42].

2.1 Constant Rebalanced Portfolios

The class of investment strategies we are interested in here is the set of constant rebalanced portfolios. A
constant rebalanced portfolio (CRP) keeps the same distribution of wealth among a set of stocks from day
to day. For example, the (.5, .5) CRP shown in Figure 2.1a keeps an equal amount of money in two stocks.
At the beginning of each day, it rebalances its holdings to maintain this equality. In this fictitious market,
the price of Stock 1 alternately doubles and halves, while the price of the Stock 2 stays the same. When
the first stock doubles, the (.5,.5) CRP gains 50% because half of its money is in this stock. When the
first stock halves, the (.5,.5) CRP only loses 25%. So, every two days its value increases by a factor of
1.5 % 0.75 = 1.125. This is exponential growth at a rate of 12.5%, despite the fact that both stocks stay
within a factor of 2 of their original price.

To some extent, a CRP captures the notion of “buy low, sell high.” As the price of a stock drops relative
to others, the CRP buys more of it. As the relative price of a stock increases, the CRP sells. Of course, the
(.5,.5) CRP does not always do well. In Figure 2.1b, Stock 1 is constant, but the price of Stock 2 halves for
twenty days and then doubles for twenty days. During the first twenty days, as Stock 2 drops, the CRP buys
more. Had Stock 2’s price never rebounded, this would have been the wrong thing to do. On this first half,
the best thing would be to keep all of one’s money in Stock 1, which is exactly what a (1, 0) CRP would do.
Over the whole time, though, a simple calculation shows that the best CRP to choose is the (.5, .5) CRP.

Another example may illustrate why it is valuable to know the best parameters for a CRP. Suppose that
75% of the time the first stock’s price doubled and 25% it did very poorly, being reduced by a factor of
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Figure 2.1: Fictitious markets: a) Stock 1 alternately halves and doubles, Stock 2 is constant b) Stock 1 is

constant, Stock 2 drops exponentially but then returns
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€. On the days where Stock 1 did poorly, suppose Stock 2’s price doubled, and on the other days its price
dropped by ¢. Then the wealth of a CRP that keeps an z fraction of its wealth in Stock 1 after n days is
roughly (22)%7"(2(1 — 2))%?", for small e. The (0, 1) and (1, 0) CRP essentially loose all their money.
The (.5, .5) CRP breaks even. However, the (.75, .25) CRP makes exponential money, and thus so does the
UNIVERSAL. Moreover, the above function has a very sharp peak at = 0.75. Thus it would be very
valuable to know the best parameter to use in hindsight.

Of course, there may be more than just two stocks. In general a CRP has one parameter for each stock,
reflecting the fraction of its wealth to keep in that stock. It has an additional parameter which is how often
to rebalance. In this thesis, we will assume daily rebalancing, but due to various factors, such as volatility
or transaction costs, one might want to rebalance more or less often.

Notation and Definitions

Let s be the number of stocks in the market. Let CRP(v) be the CRP which keeps a v; fraction of its money
invested in stock 1 < 7 < s, for vector (v) € A. Here A is the simplex,

A={(v) €R*v; 20, v =1}
1

Let xf be the ratio of the closing price to opening price of stock ¢ on day d. Then the performance of
stock 7 over n days, the value of an initial one-dollar investment, is P, (i) = [[}_, #¢. With slight abuse of
notation, the performance of CRP(v) is,

The performance of the UNIVERSAL algorithm will be written P,(UNIVERSAL). Finally, the log-
performance of an investment is simply the logarithm of its performance. The log-performance indicates
how many digits are in the value of your holdings.

Log-concavity of CRP’s

One of the striking things about our examples is that, even though neither stock is never significantly higher
than its original price, we’ve made exponential amounts of money. In fact, one can say that if the prices
of the stocks haven’t changed, then any CRP can only have made money. This is an easy corollary of the
log-concavity of CRP’s.

Lemma 2.1 The log-performance of CRP(v) is a concave function of (v), i.e., for CRPs (v), (w),

(v) + <w>) S log P, (v) + log P, (w)

log P,
Og(z = 2

Proof. This follows directly from the concavity of the log function.

log P, (w) - Zlog w . <$d>
d=1

" log(v) - (2% + log(w) - (a°
Zg<><>; glw) - (=)

d=1
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And this last expression is the right-hand side of the lemma. B

We can then say that the log-performance of a CRP will be at least the weighted average of the log-
performances of the constituent stocks.

Corollary 2.2 log P,(v) > Y7, v;log P,(i).

In particular, if the price of every stock goes up (or down) by a constant factor ¢ over an arbitrary number
of days, then any CRP’s performance will change by a factor of at least c.

It is interesting to note that in the continuous case (the limit as we rebalance more and more often) the
above becomes an equality. Thus more frequent rebalancing may not necessarily be good. For example,
with continuous rebalancing, a CRP can never do better than the best stock.

2.2 The UNIVERSAL Portfolio

It would be very valuable to know which stock is going to perform the best over the next twenty years. An
investor can almost achieve this growth by splitting their money among several stocks. If they divide their
money evenly between s stocks, their performance will always be at least 1/s times the performance of the
best of these stocks, and usually better. Of course, this is a common strategy.

It would be much more valuable to know which CRP is going to perform best, because the best CRP
often performs exponentially better than the best stock, as we have seen from our examples. In particular,
the best CRP performs at least as well as the best stock, because the strategy of investing everything in one
stock is a CRP. Cover uses the same splitting idea, but among the set of CRPs, to asymptotically match the
growth rate of the best CRP. To be precise, let (OPT) be an optimal CRP, chosen in hindsight. Then, as in
[17],

Theorem 2.3 For All markets with s stocks and n days,

P.(UNIVERSAL) ( nts—1 )‘1
P,(OPT) - s—1
1
(ot 1)yt
Equivalently,
log P, (UNIVERSAL) _ log P, (OPT) _ (s —1)logn +1
n n n

Looking at the daily log-performance above, we see that difference in daily log-performance goes to
zero quickly. The term UNIVERSAL, like universal data compression, indicates this on-line asymptotic
optimality relative to a class of investment strategies. In our first example, the best CRP is in fact the (.5, .5)
CRP, which has performance of (1.125)"/2. Thus, the above guarantees UNIVERSAL a performance at
least (1.125)”/ 2/, but it performs even better. Alternatively, this may be seen as a competitive ratio of
(nﬁ-lﬁ relative to the class of CRPs.

UNIVERSAL can be thought of as the simple split algorithm, but instead of dividing its money evenly
among a set of stocks, it divides it evenly among all CRPs, and does not transfer between them. Since the the
set of CRPs is infinite, this can be thought of as the limit, as we make a finer and finer grid on the simplex.
Figure 2.2 illustrates this for three stocks. The set of possible CRPs is a simplex. Each sample is a lock box,
invested according to the corresponding CRP, which starts with an even fraction of the total wealth. Money
is never transferred between these lockboxes. Over time, some of the lockboxes grow and others shrink, and
thus UNIVERSAL’s distribution of wealth moves towards the optimal CRP. To be precise,
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/\ ={CRPs}

Figure 2.2: Initially, the money is divided equally among a set of evenly-spaced lockboxes, each representing
a CRP. Over time, lockboxes change in size. The limit as the number of lockboxes increases without bound
is the UNIVERSAL portfolio.

Definition 2.4 (UNIVERSAL) On day n, UNIVERSAL has a u; fraction of its wealth in stock 1,
where

(0P () dpte)
NG

Here, i is the uniform distribution over A, the simplex of possible CRPs.

(u")

This is the form in which Cover defines the algorithm for the uniform distribution'. He also notes ([17]) that
P,(UNIVERSAL) = Ewyea [P, (V)] 2.1

In other words, since UNIVERSAL is just an average over all CRPs, its performance is exactly the expected
performance of a random CRP.

Simple Analysis

We will first show a very simple analysis that gives a slightly weaker bound than the theorem. The key to
our analysis is to consider nearby CRPs. There is some CRP that is optimal in hindsight, say (OPT). There
is a high probability that a random portfolio is nearby (OPT), and nearby portfolios perform nearly as well.
To be precise, let us say (v) is nearby (OPT) if v; > (1 — «)OPT;, for all ¢. For simplicity, let us first say
a=1/(n+1).

Then the performance of CRP(v) on any given day will be at least 1 — « times the performance of
CRP(OPT), because at least a 1 — « fraction of CRP(v)’s wealth is distributed exactly like CRP(OPT).

s—1

'Cover has shown the better bound of 1/(r4-1) 2 for the Dirichelet(1/2, . .. ,1/2) ditribution, which has density proportional
to 1/4/]] v; on portfolio (v}). Our analysis does not apply to this distribution precisely because it is not uniform, and our efficient
algorithm does not work because it is not log-concave.
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/\ ={CRPs}

N\

"Nearby" CRPs

Figure 2.3: There are many CRPs “nearby” the optimal CRP, and these portfolios perform nearly as well.

Over n days, we get,

Bav)

P, (OPT) (1=a) @2

(A4
[
/_?
]
=
Q
(l

3

+ =
(-

N——’

This is the sense in which nearby portfolios do nearly as well.

How many such nearby portfolios are there? This is easy to compute because the set of nearby portfolios
is a simplex, translated from the origin to (1 — «)(OPT) and shrunken by a factor of «. The simplex has
dimension s — 1.

Vol {(v) € A|(v)is nearby (OPT)} = Vol{(1 — «a) (OPT) + a(w)| (w) € A}
Vol { ar(w)| (w) € A}
a*1VolA (2.3)

Because UNIVERSAL does as well as a random CRP (2.1), nearby portfolios perform at least 1/e times
as well (2.2), and there are 1/(n + 1)*~! portfolios near the best CRP (2.3),

P, (UNIVERSAL)
P,.(OPT)

1 1
> =
€

(n+ 1)1

Notice that this simple analysis is slightly worse than the guarantee of Theorem 2.3.

To get the better bound, we consider a-nearby portfolios. We say (w) is a-nearby (v) if w; > (1 —a)v;,
for all 7. We think of « as a function of (v), i.e. a random variable defined by 1 — o = min; v;/OPT;. Then,
from equations (2.1) and (2.2) we see that,

P,(UNIVERSAL)
P,.(OPT) =

1
= / Probyea [(1 — )" > 2] dx 24)
0

Eyeal(l —a)"]
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The last equality is an identity for random variables in [0, 1].
By (2.3), the probability in the above integral is exactly (1 — z'/)*~!. Making the change of variable
y = /", this yields,

1
/(1—961/”)5_1(196 =
0

1
n/ yn—l(l_y)s—ldy —
0
1

n+s—1
s—1

The last equality can be found by integration by parts > i

2.3 Transaction Costs

In this section, we describe a simpler way to incorporate transaction costs than in [8], which also gives better
guarantees. The model of transaction costs is still a fixed percentage commission ¢ < 1 on transactions, as
is common in financial modeling? [21].

The tricky part is defining a CRP in the presence of commission. We use the following naive model
for how a CRP(v) rebalances. At the beginning of the day it has some distribution of wealth (v’). Without
commission, it would simply sell v/ — v; of every stock for which v/ > v; and then buy v; — v} of every
stock for which v} < v;.

Definition 2.5 (naive model of rebalancing) In the presence of commission c, the CRP(v) with a
distribution of wealth of (v') rebalances by selling vi — v; of every stock for which v, > v; and
buying (1 — ¢)(v; — v!) of every stock for which v} < v;.

Thus, if an investor has M dollars distributed according to (v'), then after rebalancing she will have Mv;
dollars worth of every stock she sold and (1 — ¢) Mv; + ¢Mv! dollars worth of every stock she bought. We
call this naive because it is as if the CRP investor is surprised every time to find out that there is commission
(and that it is not perfectly rebalanced) but does nothing about it.

The previous sophisticated model of how a CRP(v) rebalances [8] is much harder to implement. In that
model, the CRP chooses the minimal set of transactions to perform so that it is rebalanced exactly according
(v). This is a logical, natural definition that, in some ways, better fits the term CRP. However, it requires
solving an optimization problem each day just to rebalance. Furthermore, it lacks some properties of the
naive model that we believe are nice. For example, with naive rebalancing, a (.5,.5) CRP always does at
least (.5)" times as well as the better of the two stocks, over n days. The sophisticated model would do

2 Alternatively, the last equality can be verified by the following puzzle. Suppose we pick n + s — 1 numbers in [0, 1] uniformly
at random. What is the probability that each of the first » numbers will be smaller than the each of the last s — 1 numbers?
On the one hand, it is equally likely that any given subset of size s — 1 will be the largest s — 1 numbers selected, so the
n-+s I 1 )_1

5 —

answer is ( . On the other hand, we can break it down into cases, based on the largest number among the first

n. The probability that, say, the i number is greater than or equal to the first n and smaller than the last s — 1 (for ¢ < n)is
fol (1- y)"_1 y™'dy. Thus the answer can also be written as n times this integral, and we have equality.

3This is as general as a cost ¢ < 1 on sales and ¢, < 1 on purchases. To see this, imagine transferring « dollars worth of one
stock to another and paying for commissions with the sales. This would give #(1 — ¢.)/(1 + ¢s) dollars worth of the new stock,
which is equivalent to a commissionof 1 — ¢ = (1 — ¢z )/(1 + ¢3) or¢ = (¢e 4+ ¢3)/(1 + ¢) < 1 charged on transactions.
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worse than (.5)" if one stock’s price stayed the same and the other dropped a lot every day. In essence, with
the sophisticated model, the failure of one stock affects another stock by a factor larger than .5. One would
be better off each day giving half of its stock to charity.

With the sophisticated model, it was shown that the bound in Theorem (2.3) still holds if we replace n
with (1 4 ¢)n. In this section, we will show that with naive model, the bound and analysis work exactly as
is. It is worth pointing out that the two models are actually very similar, differing in only a second order
term. Even though the naive rebalancer may not have exactly the correct distribution of wealth each days, it
will be off by at most a (1 — ¢) factor. Furthermore, if prices do not change for several days, it will approach
the correct distribution exponentially quickly. Likewise, the sophisticated model does have the property that
a (.5,.5) CRP will do at least (.5(1 — ¢))" as well as the better of the two stocks.

Lemma 2.6 If (w) is a-nearby (v), then in the naive model of rebalancing,
Pu(w) > (1 - a)" Pa(o)

Proof. This intuitive statement is a little messy to prove (and not true in the sophisticated model). We prove
by induction on 7 that the amount of money in each stock for CRP(w) is at least (1 — )™ times the amount
of money for CRP(v). Suppose it is true on day n. At the end of day n, say we have M, and M,, dollars
distributed according to (v') and (w’), in our respective CRPs. Then, since stock ¢ has changed by the same
amount, xfl, in both portfolios, we will have,

Mywi > (1 - a)"M,v! (2.5)
M, > (1-a)"M, (2.6)
Myw; > (1—a)" P M, (2.7)

After rebalancing, there are four cases depending on whether each CRP sells or buys. We need to
show that the amount of money in every stock for (w) is at least (1 — )" times the amount of money
for (v). If both CRPs sell stock i (v} > v; and w! > w;), then after rebalancing they have M,v; and
M., w; worth of stock 2, respectively. This satisfies the induction hypothesis by (2.7). If both CRPs buy
stock 4, then they will have (1 — ¢)M,v; + ¢M,v! and (1 — ¢) M, w; + ¢M,,w! worth of stock 4, which
is good good by (2.7) and (2.5). If (v) buys and (w) sells, then we are okay because v/ < wv;, and thus
(1 — c)Myv; + eMvh < Myv; < (1 — )"t M, w;. Finally, if (v) sells and (w) buys, then we are okay
because (1 — ¢) My, w; + cMyw! > Myw: > (1 — a)"M,v! > (1 — a)"M,v, 1

Finally, we define UNIVERSAL just as before as the average of all CRPs. We must explain how UNI-
VERSAL performs its transactions each day, in the presence of commission. Each constituent CRP is
issuing orders such as “buy stock 2" or “sell stock j.” In accumulating all of these orders (an integral itself),
we will most likely have some offsetting transactions, where one portfolio is buying stock ¢ and another is
selling it. Instead of performing the wasteful transactions, we donate the stock that was going to be used for
transaction costs to charity. Thus (2.1) still holds. The above lemma is exactly (2.2), and so the analysis still
holds.

Corollary 2.7 With naive rebalancing of CRPs, the UNIVERSAL guarantees of Theorem 2.3 hold
in the presence of arbitrary commission ¢ < 1 charged on all transactions.

2.4 Prediction From Expert Advice

The problem of prediction from expert advice is well-studied in machine learning theory and other areas
[49,12,22,27,35,46, 62, 63]. There are many variations on this problem. Here, we’ll discuss two related
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to the stock market. First, suppose meteorologists were paid in a logical manner. For example, when the
predict the chance of rain to be 0 < p < 1, say their reward is log 2 4 In p if it rains and log 2 + log 1 — p if
it doesn’t. One benefit of this system is that if the meteorologist believes the true chance of rain is p, then to
maximize her expected reward, she should predict rain with probability p*.

Now, say there we have the opportunity to be a meteorologist, we know nothing about predicting rain,
but we have access to s other meteorologists’ predictions each day. Next, pretend that we have a stock for
each meteorologist that decreases in price by a factor of p; when it rains and 1 — p; when it doesn’t. Then
the total reward of meteorologist ¢ over n days will be n In 2 + log perf, (7).

Imagine investing 1/s in each of the meteorologists’ stocks, and letting it sit. A good way for us to
predict rain is to take a weighted average of the experts’ predictions each day, with weights equal to our
distribution of wealth. If we do this and our investment goes down by a factor of z(n) on day n, then our
reward on that day will be log 2 + log 2(n). Since our investment value is the average performance of the
stocks, we see that nlog 2+ log z(n) > nlog2+log(>_ perf, (7)/s). In particular, our reward will be at
least the reward of the best meteorologist minus log s, regardless of the number of days. This is quite good
because it allows us to combine the opinions of a very large number of meteorologists with little cost.

A second problem is that of predicting the average temperature. For simplicity, say predictions are in
[0, 1] and a meteorologist predicting f is rewarded by 1 — |f — #| if £ was the average temperature. What we
do here is in the style of the weighted majority algorithm [49] but differs slightly. For each expert, we again
have a stock. If on day n, expert ¢ gets areward 0 < r!* < 1, then stock 7 goes up by a factor of 1 + r".

Now again, imagine investing 1/s in each stock and letting it sit. Suppose we make our prediction
according to a weighted average of the s expert predictions, with weights distributed according to the fraction
of wealth we have in each stock on that day. Now, say our investment went up by a factor of 1 + 2(n) on
day n. Then, the weighted average of the experts’ rewards on that day would be z,,. By the convexity of |z,
our reward must be at least z,,. Since our investment’s value is always at least 1/s times the value of any
stock,

s

1 n
[Tt +2(n) > [ t+rf
Taking logs of both sides and using the fact that, for 0 < z < 1,zlog?2 <logl + z < z, we get,

Zx(n) > Zr?logQ—logs

n n

Since our total reward is at least ) _ z(n), we are doing within a constant factor of the best expert minus a
term logarithmic in the number of experts. If we repeat the above analysis but change the stock price by
1 4 er®, then we get,

log s

our reward > (1 — €)best expert’s reward —

2.5 Efficient Implementation

In this section, we discuss implementing UNIVERSAL without transaction costs. For such an implementa-
tion, one must specify, on each day, how much money to keep in each stock. All previous implementations of
Cover’s algorithm are exponential in the number of stocks with run times of O (n®~!). A previous suggestion
was a randomized approximation based on sampling portfolios from the uniform distribution [8]. However,
in the worst case, to have a high probability of performing almost as well as UNIVERSAL, they require

*If the reward were say p in the case of rain and 1 — p otherwise, then she would have incentive to predict rain with probability
p=0orp=1.
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O(n*~1) samples. We show that by sampling portfolios from a non-uniform distribution,only polynomially
many samples are required to have a high probability of performing nearly as well as UNIVERSAL. This
non-uniform sampling can be achieved by random walks on the simplex of portfolios.

Since UNIVERSAL is really just an average of CRP’s, it is natural to approximate the portfolio by sam-
pling [8]. However, with uniform sampling, one needs O (n*~!) samples in order to have a high probability
of performing as well as UNIVERSAL, which is still exponential in the number of stocks. Intuitively, this is
because one needs O (n®~1) samples to have a high probability of having one nearby (OPT). Here we show
that, with non-uniform sampling, we can approximate the portfolio efficiently. With high probability (1 — &),
we can achieve performance of at least (1 — ¢) times the performance of UNIVERSAL. The algorithm is
polynomial in 1/¢,log(1/d), s, and n.

The key to our algorithm is sampling according to a biased distribution. Instead of sampling according
to p, the uniform distribution on A, we sample according to v,,, which weights portfolios in proportion to
their performance, i.e.,
> _ Pﬂ<v>

Ja Po(w)dpiw)

We will later show how to efficiently sample from this biased distribution.

Based on the above and (2.1) UNIVERSAL can be thought of as computing each component of the

portfolio by taking the expectation of draws from v,,,i.e.,

dv, (v

u?‘ = / Uidl/n<?]> = E<U>Eyn [UZ] (28)
A

Thus our sampling implementation of UNIVERSAL averages draws from v,:
Definition 2.8 (Universal biased sampler) The Universal biased sampler, with m samples, on the
end of day n chooses a portfolio (a") as the average of m portfolios drawn independently from v,, .

Now, we apply Chernoff bounds to show that with high probability, for each ¢, a!" closely approximates
u?. In order to ensure that this biased sampling will get us a/ /u}" close to 1, we need to ensure that " isn’t
too small:

Lemma29 Foralll <i<sandn>1,u’>1/(n+s).

Proof. WLOG ¢ = 1. Then, u} is a random variable between 0 and 1, so by (2.8) and identity (2.4),

0t = Bges, o] = [ v (L) € Al 2 23)

Now we know from (2.3) that the volume of {(v) € Alv; > 2} is (1 — 2)*~! times the volume of A.
Furthermore, the average performance of portfolios in this set is at least (1 — z)™ times the average over
A, because for each of n days, a portfolio in this set (v) = (z,0,...,0) + (1 — z)(w) performs at least
(1 — z) as well as the corresponding portfolio (w) € A. So the probability of this set under v, is at least
(1 —2)*71(1 — 2)" and,

uy > /0 (1-2)"11=2)"d>=1/(n+ s).
|

Combining this lemma with Chernoff bounds, we get:

Theorem 2.10 With m = 2n*(s+n)log(sn/8)/e* samples, the Universal biased sampler performs
at least (1 — €) as well as Universal, with probability at least 1 — .
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Proof. Say each u{ is approximated by a?. Furthermore, suppose each a¢ > u?(1 — ¢/n). Then, on
any individual day, the performance of the (a?) is at least (1 — ¢/n) times as good as the performance of
(u?). Thus, over n days, our approximation’s performance must be at least (1 — ¢/n)" > 1 — ¢ times the
performance of UNIVERSAL.

The multiplicative Chernoff bound for approximating a random variable 0 < X < 1, with mean X, by

the sum S of m independent draws is,
PrS<(l1-a)Xm]< emmXo?/2,

In our case, we are approximating each uf by m samples, our lemma shows that the expectation of uf =X
is X > 1/(d+s) > 1/(n+ s),and we want to be within &« = ¢/n. Since this must hold for ns different
uf’s, it suffices for,

e—me2 /(2n2(s+n)) <
which holds for the number of samples m chosen in the theorem. l

The biased sampler will actually sample from a distribution that is close to v,,, call it p,, with the
property that

/ v (0) = pa () () < o
A

for any desired ¢; > 0 in time proportional to log % Since u? > 1/(s + n), we see that the mean of the

Py, distribution must be (n + s)¢p-nearby the mean of v,,, which is . Thus, if we choose ¢y < ’m(iiﬂ)’
then we will incur a performance loss of at most (1 — ﬁ)” ~ ¢~% over n days, and our run-time is only

logarithmic in 1.
€0

The biased sampler

In this section we describe a random walk for sampling from the simplex with probability density propor-
tional to

f(v) = Pu(v)
Before we do this, note that sampling from the uniform distribution over the simplex is easy: pick s — 1
reals 1, ..., xs—1 uniformly at random between 0 and 1 and sort them into yy; < ... < y,_1 < 1; then the
vector (Y1,Y2 — Y1y -+, Ys—1 — Ys—2, L — Ys—1) is uniformly distributed on the simplex.

There is another (less efficient) way. Start at some point z in the simplex. Pick a random point y within
a small distance & of x. If y is also in the simplex, then move to y; if it is not, then try again. The stationary
distribution of a random walk is the distribution on the points attained as the number of steps tends to infinity.
Since this random walk is symmetric,i.e. the probability of going from z to y is equal to the probability of
going from y to z, the distribution of the point reached after ¢ steps tends to the uniform distribution. In fact,
in a polynomial number of steps, one will reach a point whose distribution is nearly uniform on the simplex.

The symmetric random walk described above can be modified to have any desired target distribution.
This is called the Metropolis filter [52], and can be viewed as a combination of the walk with rejection
sampling: If the walk is at  and chooses the point y as its next step, then move to y with probability
min (1, %) and do nothing with the remaining probability (i.e. try again). The difficult question, though,
is whether or not the random walk is rapidly mixing, i.e. it attains a distribution close to the stationary one
in polynomial time. The answer is that it depends on the function f. Lovasz and Simonovits [50] have
shown that for a large class of log-concave f, the walk is rapidly mixing. The important parameters are how
quickly f changes and how much of the probability of f is on the border of the set.
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The simplest form of the random walk would be to discretize the simplex by considering all points on
the simplex whose coordinates are of the form m /N, where m is any integer between 0 and N, and N is
a large fixed integer. Then a neighbor would be chosen by picking two coordinates and adding to one 1/N
while subtracting from the other 1/N. However, we would like to use previous analysis to show that the
walk is rapidly mixing, rather than starting from scratch.

For the purposes of analysis, we consider the following random walk. First rotate A so that it is on the
plane = 0 and scale it by a factor of 1/+/2 so that it has unit diameter. We will only walk on the set of
points in A whose coordinates are multiples of a fixed parameter § > 0 (to be chosen below), i.e. points on
an axis parallel grid whose “unit” length is . Any point on this grid has 2n neighbors, 2 along each axis.

1. Start at a (uniformly) random grid point in the simplex.
2. Suppose X (7) is the location of the walk at time 7.

3. Let y be a random neighbor of X (7).

=

4. If y is in A, then move to it, i.e. set X (7 + 1) = y with probability p = min(1, %), and stay put

with probability 1 — p (ie. X (7 + 1) = X (7)).

Let the set of grid points be denoted by IJ. We will actually only sample from the set of grid points in A

that are not too close to the boundary, namely, each coordinate z; is at least Sj_n for a small enough €. For
1

convenience we will assume that each coordinate is at least i) Let this set of grid points be denoted by
D. Each grid point 2 can be associated with a unique axis-parallel cube of length § centered at x. Call this
cube C'(z). The step length § is chosen so that for any grid point z, f(z) is close to f(y) forany y € C'(z).

log 14
2(s+n)n

Lemma 2.11 If we choose § <
have

then for any grid point z in D, and any point y € C'(z), we

L+ )™ f(2) < fly) < 1+ a)f(2).

yz* Y
~o+ 18 at most max; e

Proof. Since y € C(z), max; |y; — z;| < 6. For any price relative 2*, the ratio
This can be written as 5
= R
J zj J zj

Since each coordinate is at least 2(51Tn) we have that the ratio is at most (1 + 25(s + n)). Thus the ratio %

is at most (1 4 25(s + n))™ and the lemma follows. B

The stationary distribution 7 of the random walk will be proportional to f(z) for each grid point z. Thus
when viewed as a distribution on the simplex, for any point y in the simplex,

T(y)(1+a)™ <dv(y) < 7(y)(1+a)

The main issue is how fast the random walk approaches 7. We return to the discrete distribution on the
grid points. Let the distribution attained by the random walk after 7 steps be p, i.e. p- () is the probability
that the walk is at the grid point = after 7 steps. The progress of the random walk can be measured as the
distance between its current distribution p, and the stationary distribution as follows:

Ipr ==l = Ip-(2) — ()]
z€D

In [29], Frieze and Kannan derive a bound on the convergence of this random walk which can be used
to derive the following bound for our situation.
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Theorem 2.12 After 7 steps of the random walk,

r

___ar
lpr = 7[? < T (5 4 m)?

where v > 0 is an absolute constant.

Corollary 2.13 For any ¢ > 0, after O(sn?*(s +n)? log 5;"—0”) steps,

lpr = 7l]* < <o

Proof (of theorem). Frieze and Kannan prove that

_qo7s? 1 Mrysd?
2l[p, — 7l < ¢ log — + —
T ~é

where v > 0 is a constant, d is the diameter of the convex body in which we are running the random walk,
7. is mingep 7(x), 6 is a parameter between 0 and 1, and

Ty = > 7 (z).

l’ED:vOl C(z)nA <8

vol(C(z)) —

In words, 74 is the probability of the grid points whose cubes intersect the simplex in less than @ fraction

of their volume. The parameter M is defined as max, po(z) log ?(%) , where py is the initial distribution on
the states.
For us the diameter d is 1. We will set 8 = i and choose & small enough so that 74 is a constant. This

can be done for example with any § < 2(51Tn) To see this, consider the simplex blown up by a factor of %

ie. the set A = {yly > 0,3, y; = }}. Now the set of points with integer coordinates correspond to the
original grid points. Let B be the set of cubes on the border of this set, i.e. the volume of each cube in B
that is in %A is less than %. Then by blowing up further by 1 unit, we get a set that contains all these cubes.
But the ratio of the volumes is

(z+1°

(5)°
Also, the performance of these border grid points can only be (1 + )" better than the corresponding (non-
blown up) points in the corresponding points. Thus my < (1 4 §)"*" < 2 for § < 2(51Tn)
Thus the bound above on the distance to stationary becomes

= (14 9)%.

762 1 2M's
[pr —wll? < e log — 4 2L
T 6

Next we observe that by our choice of starting point (uniform over the simplex) M is exponentially small.
Thus we can ignore the second term in the right hand side. Finally we note that 7. is at least 6°(;)",
which simplifies the inequality to

2 —ars? 2
lpr = 7l|" <em7= (s + 1)

Our choice of § (= O(m) implies the theorem (with a different +v)).

Unfortunately, in the presence of transaction costs, the performance function is not necessarily log-
concave, and the above random walk does not necessarily rapidly mix.
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2.6 Related Work

Cover introduced the notion of UNIVERSAL portfolios [16], proving guarantees for bounded markets
with ¢ < ac;l < ¢y. He and Ordentlich then proved the UNIVERSAL guarantees of Theorem 2.3 [17]
for arbitrary markets. They also showed there that using a weighted average of CRPs according to a
Dirichelet(1/2, ..., 1/2) distribution, as opposed to a uniform average, the competitive ratio in Theorem

2.3 is improved to 2(n + 1) Ea Further, they later showed that this is the best possible by proving a lower
bound of O ((4) 7 ) (18],

In fact, in a bounded market, other algorithms have been shown to have the universal property, i.e.
that they asymptotically approach the daily log-performance of the optimal CRP. Recently, Gaivorinski et.
al. showed that, with certain assumptions, simply using the CRP which has done best until the current is
universal [32]. Helmbold et al. show that the so-called £'Gi(7) algorithm is universal for bounded markets.
This algorithm maintains a single weight for each stock and has a simple update rule. With the correct choice
of the parameter 7, they achieved better performance than UNIVERSAL on their experiments. Previous
experiments involving UNIVERSAL have generally been limited to two or three stocks. This includes a
paper from last year by Cover and Julian [20]. Hopefully, the biased sampling approach will enable larger
experiments.

Cover and Ordentlich also consider side information [17], a single discrete value known each day, such
as the high temperature in New York. They then run a separate, independent UNIVERSAL for each value of
side information and get the natural guarantees, i.e. (n+1)* (s=1) with k different values of side information.
Singer extends the model by competing against portfolios which switch between different CRPs from time
to time [56].

Cover shows that UNIVERSAL can be applied to data compression [19], and Kalai et. al. apply it
to combining language models [41]. Foster and Vohra [28] look at UNIVERSAL as making a grid on the
simplex and also relate UNIVERSAL to Blackwell’s Approachability Theorem. Helmbold et. al. [37]
compare different efficient methods of finding the optimal CRP in hindsight.

The questions which we address, those of transaction costs and efficient implementations, were raised
in [16, 37,17, 18, 54, 19]. A nice survey of on-line investment algorithms, including our simple analysis,
appears in a book by Alan Borodin and Ran El-Yaniv [10].



Chapter 3

Bounds for K-Fold Cross-Validation

For many machine learning tasks, we are given a fixed-size data set and would like to produce a hypoth-
esis generalizing the data. In addition, we often would like an estimate of the accuracy of that hypothesis on
unseen data. This is especially useful for model selection, where we have many hypotheses and we would
like to choose the best.

The scientific method proscribes that the data we use to generate our hypothesis should be independent
from the data we use to estimate its accuracy. Thus a natural idea is to divide the data into two parts: training
data for generating a hypothesis and festing data (also called the hold-out) for testing its error [53]. The
tradeoff is clear. Using more training data should presumably lead to a better hypothesis while using more
testing data should lead to a more accurate estimate of its error. The latter can be made precise by Hoeffding
bounds. Assuming that the given data comes from the same distribution as future data, with high probability
the estimate will be close to the true error.

Is it possible to beat this hold-out estimate: for a data set of size n and training set of size m, can we get
a more accurate estimate than that of testing on n — m data? We show that k-fold cross-validation, one of
the most popular forms of cross-validation used in machine learning, does in fact achieve this goal. In k-fold
cross-validation, depicted in Figure 3.3b, the data is divided into k& equal size folds. Learning is performed
on all data not in one fold and testing is performed on that held-out fold. The results of these tests are then
averaged. So, k-fold cross-validation is exactly an average of & hold-out estimates of size 1/k of the data.
An extended abstract of this work, joint with Avrim Blum and John Langford, appeared in COLT ’99 [9].

There are three difficulties in showing that the k-fold error estimate is better than a hold-out estimate.
First, the errors measured on each fold are not necessarily independent. For example, consider leave-one-out
cross-validation, corresponding to & = |data|, and suppose we are trying to learn the bias of an unfair coin.
Our naive learning algorithm believes that the coin has p(heads) = 1 if it has more examples of heads than
tails in the data, and p(heads) = 0, otherwise. Taking 100 examples with a fair coin, about 8% of the time
we will have 50 heads and 50 tails. In this case, when we leave out a heads, we will predict tails, and vice
versa. Thus the leave-one-out estimator will incorrectly estimate that each hypothesis has error 1, when in
fact they all have error 0.5. Since the n estimates are identical, the use of all of them was no better than just
one. We show that for 2 < k < n, while these estimates may not be completely independent, there will still
be some independence between different folds.

A second difficulty is that, with & different hypotheses, it is not clear what hypothesis to use for future
predictions. Practitioners use a completely new hypothesis which is trained on all the data. However,
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Figure 3.1: a) The (20%) hold-out estimate b) The 5-fold estimate ¢) The resubstitution estimate

nothing can be said about this new hypothesis without assuming something about the learning algorithm.
Previous k-fold bounds, which attempted to do this, were termed sanity-check' because they restricted the
VC dimension of the learning algorithm, required a notion of hypothesis stability, and only compared the k-
fold estimate to the resubstitution estimate [4]. We get around these difficulties by using a k-fold hypothesis
which is a randomized combination of the k constituent hypotheses. That is, for a new object, we make a
prediction according to a random one of the & hypotheses.

The last difficulty comes in comparing the k-fold estimate to the hold-out. We would like to say the k-
fold estimate is better than a hold-out of size n/k. Imagine that we will flip an unfair coin ten times, and we
want to estimate the probability of heads, p. The full estimator “p;o = (total number of heads)/10” seems
better than the one-flip estimator “py = 1 if the first flip is a head and p; = 0 otherwise”, but in what sense?
For p = 1/100, the chance that |p; — p| > 0.05 is 1/100, while the chance that |p;o — p| > 0.05 is nearly
10/100, namely the chance that any of the flips were heads. Thus, p;¢ doesn’t completely dominate p; under
every conceivable notion of “better”. Instead, what can be said is that F [|pio — p|™] < F[|p1 — p|™], for
allm > 1.

The same absolute moments are what we use to compare the k-fold estimate to the hold-out. As a
corollary, we will show that Hoeffding bounds apply to the k-fold estimate, just as they apply to the hold-out
estimate.

3.1 The Learning Model

In order to make theoretical guarantees about the quality of error estimates, we must in some way assume
that past data is correlated with future data. We choose a simple theoretical model based on a classification
problem?. Say there is a finite set of objects X, e.g. pictures of food, and labels L, e.g. “pizza.” “donuts,”’

'Our bounds must be insanity check bounds.
The analysis works for other types of learning problems as well.
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etc., such that each object # € X has a unique label [(z) € L. Furthermore, there is a distribution D over
these objects. We are given labelled data, (x1, 1), (22,{2), ..., (2, (), where [; = [(x;).

We think of a learning algorithm as a black box that takes as input training data in the form of labeled
objects, and outputs a hypothesis h, a (possibly randomized) function from objects to labels. Ideally we
would like to learn a hypothesis & which is not only accurate on the data we’ve seen (h(z;) = I(x;)), but
generalizes to unseen examples. The generalization error or true error of a hypothesis h is the probability,
under D, that it mislabels an object, Prp[h(z) # [(z)]. For randomized h, this probability includes the
random choices » makes. We would also like to have a high-accuracy estimate of this error, such that
|(estimated error) — (true error)| is small.

3.2 Error Estimation

Our goal is to find a procedure that, given a black-box learning algorithm and a fixed amount of labeled data
drawn from D, produces both learning a low-error hypothesis and accurately estimating the true error of this
hypothesis under D. In this section, we describe the error estimation part of the procedure.

The hold-out procedure, shown in Figure 3.3a, is a natural method for learning a hypothesis and esti-
mating its error on unseen objects. This procedure takes its input, labeled data, and divides into two parts.
The first is used as training data, i.e. input to the learning algorithm. The hypothesis output by the learning
algorithm is then applied to the remaining data, and the hold-out estimate of the error is the fraction of data
correctly classified by the hypothesis. In as much as we expect the given data to be similar to future data,
this is a good estimate of the error of the learned hypothesis.

For a good learning algorithm, a larger training set would hopefully give a better hypothesis. A larger
test set would hopefully give a better estimate of its error. The k-fold procedure, shown in Figure 3.3b, is
designed to effectively increase the size of the test set without decreasing the size of the training set. This
procedure divides the data into k& equal folds. For each fold, it trains the learning algorithm on the data in
the £ — 1 remaining fold, and tests the learned hypothesis on the held-out fold. It then report the average of
these £ tests, each of which is really a hold-out estimate, as the k-fold estimate.

Of course there are many other possible procedures. For example, the resubstitution procedure generates
a hypothesis by training on all the data, and the resubstitution estimate is the fraction of these same data
that are incorrectly classified by the hypothesis. For many learning algorithms, the resubstitution estimate
is a very poor estimate of the error of the learned hypothesis. For example, rote memorization and nearest
neighbor learning algorithms always produce a zero estimate of error, even when the hypothesis may be far
from correct.

3.3 Hypothesis Selection

In each of the three cases, we have described how to estimate the error of a hypothesis, but we have not
described which hypothesis to use, corresponding to the error. In the case of the holdout, the hold-out
hypothesis is trained on the training set only. One is tempted to select the complete hypothesis,i.e. the one
trained on all the data, as practitioners often do. However, there are several reasons for us not to choose this
hypothesis. First, the hold-out estimate is exactly an estimate of the hold-out hypothesis. If the complete
hypothesis has much lower true error, then our estimate may be very inaccurate. Second, since our learning
algorithm is a black box, we have no guarantee whatsoever of the error of the complete hypothesis. The
learning algorithm may, for example, have run out of memory trying to handle the extra data, and the
complete hypothesis could be awful.
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In practice, the hypothesis chosen for k-fold cross-validation is the complete hypothesis. However, for
the same reasons given above, it would be impossible to guarantee the quality of the complete hypothesis
for a black-box learning algorithm. Instead, our k-fold procedure outputs the k-fold hypothesis, which is a
meta-hypothesis that, given an object =, randomly chooses one of the k& generated hypotheses /; and outputs
the prediction of that hypothesis, #;(z). We believe that, from a theoretical point of view, this is the correct
choice for the k-fold hypothesis because the k-fold estimate is an unbiased estimate of its error. This means
that the expected value of (true error) — (estimated error) is zero, over data sets drawn from D.

One may be tempted to take a majority vote of the constituent hypothesis, but again this may do better
or worse than the k-fold estimate. If hypotheses were allowed to predict distributions over labels, rather
than just a single label, we might be tempted to use the average hypothesis, which is an average of these
distributions. The validity of the k-fold estimate then would depend on how we measure errors. Say errors
are measured using a loss function L, for which a probability p assigned to the correct label counts as an
L(p) fraction of an error. If L(p) = 1 — p, then the k-fold estimate would be an unbiased estimate of the
average hypothesis, because the average hypothesis has the same error as the k-fold hypothesis. For other
loss functions, the k-fold estimate may be biased. Interestingly, one can say that the average hypothesis will
have no larger error than the k-fold hypothesis as long as L is convex.

3.4 Notation

Recall that X is the set of objects and D is a fixed distribution over X . We also have a fixed target function/ :
X — L, the set of labels. A learning algorithm produces a hypothesis %, which is a (possibly randomized)
function from X to L. The error of this hypothesis on a particular example 2 € X is e, (z) = Pr[h(z) #
[(x)], where the probability is taken over randomization in k. The true error of this hypothesis is €;, =

ExED[eh(x)]'

3.5 K-Fold Analysis

Say we have a labelled data set of size n, and 1 < k£ < n. We divide the data into k£ equally sized folds.
Then we generate k£ hypotheses, hq, ..., hg, Where h; is trained on all the data except the 2th fold. We let
€; = €y, be the true error of h;, and é; be the measured error frequency of /; on the :th fold. As discussed
earlier, the k-fold hypothesis, hx, makes a prediction on an example z by randomly choosing 1 <z < k and
outputting h;(z) . The true error of the k-fold hypothesis is the average of the true errors of its k hypotheses,

o A @)+t a)
E .

Finally, we let the k-fold error estimate be the average of the fold estimates, éK = (é1 + éz + - - - + éx) /k.

Notice that the estimated and true errors of the k& hypotheses and k-fold hypothesis, é;, €;, €K, €K, are
random variables that are functions of the data set and possibly the randomization parameters of the learning
algorithm. We would like the error discrepancy |ék — €x| to be small in absolute value.

The mth moment of the error discrepancy is £ [|ék — ék|™]. We begin by showing that, for all m > 1,
the moments of the error discrepancy are no larger than those of a single hold-out of size n/k. Notice that
the error discrepancy of a single hold-out is |¢; — €1|. The following theorem takes the trivial observation
that the k-fold error is an unbiased estimate of the true error a step further. Expectations, unless otherwise
noted, are over complete data sets drawn i.i.d. from D.
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Theorem 3.1 For all m > 1, E [(error discrepancy)™] is no larger for the k-fold procedure than
for a hold-out of a 1/k fraction of the data, i.e.,

Elléx — ex|™] < E[|é; — & |™).

Proof. Jensen’s inequality for any convex function f and reals z; is,

f(x1+x2+---+xn) S+ S+ flen)

n n
Because |z|™ is convex for all m > 1,

b — e+t ép — e |”

k
|61 — e + -+ |ép — ex|™
p— k .

léx — ex|™ =

Using linearity of expectation and that, for 1 < i < k, F[|é; — €,|™] = E[|é; — €;|™] the expected value of
the right-hand side is E[|é; — €1]™], whereas the expected value of the left-hand side is £[|ék — ék|™]. This
completes the proof.

Now we wish to show that the k-fold error is a better estimate. However, it is possible that the hold-
out error is a perfect estimate of the true error, if, for example, the learned hypothesis has true error equal
to 0 or 1. To say something meaningful, we need to assume the learning algorithm has the property that
Pr[é; # é1] > 0 (all probabilities are taken over the draw of the full data set). In addition, our proof
will need to assume that the instance space X is finite, and that the learning algorithm is insensitive to
example ordering. This insensitivity can be enforced in our k-fold procedure simply by shuffling the training
examples randomly before giving them to the learning algorithm, on each of the & runs. Thus we are not
violating the black-box assumption of our learning algorithm.

It is interesting to note that the k-fold estimate can be identical to the single hold-out estimate if & = »
or k = 2. In the case where & = n (leave-one-out), Kearns and Ron [45] give several nice examples of
poor performance. For instance, a learning algorithm that uses the rule “if I have seen an even number of
positive examples then predict positive, else predict negative” will have the property that no matter what the
data is, é; = é5... = é,; thus the leave-one-out estimate will be exactly the same as a hold-out of size
1. Furthermore, if the underlying distribution has 50% positive examples, then the true errors will be the
same as well. In the case where £ = 2, an example is as follows. Suppose that we are to predict the label
of integers drawn uniformly in some range [1, ..., 2¢], and the truth is that all labels are 0. Our hypotheses
have a single parameter p. On even integers it will predict O with probability p and 1 with probability 1 — p.
On odd integers it will do the opposite, predicting O with probability p and 1 with probability 1 — p. Thus
the true error is 50% regardless of p. Furthermore, our “learning” algorithm chooses p to be the fraction
of even examples seen in the input. Now, if & = 2, we will have two hypotheses with p; and p2, and
é1 = p1p2 + (1 — p1)(1 — p2) = é2. So the two-fold estimate, which is identical to the hold-out estimate, is
no better an estimate of the 50% true error.

Theorem 3.2 Suppose the example space is finite, our learning algorithm is insensitive to example
ordering, and the hold-out estimate is not always perfect,i.e. Pr[éy # é1] > 0. Then, for2 < k < n
andm > 2,

E[|éx — ex|" < E|éy — €1|™],

where, unlike the previous theorem, we now have strict inequality.
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Proof. Without loss of generality, we assume that all examples in our finite example space have positive
probability so that every dataset has positive probability. Now, for a strictly convex function, such as |z|™,
m > 2, Jensen’s inequality holds with equality if and only if all the terms z; are equal. Substituting
x; = é;—¢€;, wesee thatif é; —¢; # é; —e; for some dataset, then we are done. Otherwise, for contradiction,
assume that

€; — €, = €; — ¢;, forall datasets,and 1 <1¢,j < n. 3.1

Now, we consider several possible data sets. To describe these, let 51 be a set of 7 — 2 examples, let S3 be
a set of 7 — 1 examples, and let S3,54,...,5% be sets of 7 examples each. The basic idea is that we will
be swapping the first element of the first fold with first element of the second fold. Specifically, the data sets
we consider (using semicolons to separate the folds) are:

A. z,x,57; 2/, So; S35 Sy;- -
B. 2/, x,S1; z,59; S35 Sy4;- -
C. z,y,51; 2/, 52; Sa; Sa;- -
D. 2/ y, 51; 2,52; Sa; Sq3- -

To distinguish between the hypotheses of different data sets, we’ll refer to the errors by their letters, e.g. €p;
refers to the true error of the hypothesis i p; trained on everything but the ¢th fold in dataset B.

By the assumption of insensitivity to example order, we see that € 43 —€ 43 = éps—€ps. By (3.1), we see
that € 41 —€41 = €p1 —€p1. Similarly, insensitivity to example ordering implies that éc3 — €3 = €ps—€ps
so we have écy — eéc1 = épy — ép1. Noting that h 41 = h¢y and hpy = hpy, we subtract equations to get,

€41 — €41 — (éc1 —€c1) = ép1—€B1— (ép1 — €p1)

€41 —€c1 = €B1— €D1.
Now, again using the fact that 1 41 = h¢y and hpy = hp; we have:

ear(®) —ear(y) = epi(z) —em(y),

where € 41 () denotes the error of h4; on example z. Since this last equation holds for arbitrary z, z’, and
S;, it means that changing a single training example (z to z’) does not change the quantity e(z) — e(y).
Therefore, ej,(z) — ex(y) must be the same for any training set, because one training set can be changed
to any other by a sequence of individual changes. Since this is also true for arbitrary ¥, this means the the
function f(z,y) = en(z) — en(y) is well-defined (i.e., it doesn’t depend on the training data). In particular,
we see that e; (2) — €, = Eyeplen(x) — ex(y)] is a constant quantity across training sets for .

This strict requirement that ey, (z) — €y, is constant leads us to conclude that e, (z) = e, (y) always. To
see this, consider the following data set:

E. LyZyooey 3 Yy Yy Y3 537 547
By applying (3.1) to data set E, we see that
érp1 — €p1 = ep1(x) — €g1 = en2(y) — €ma.

But, from the previous paragraph, we know these differences do not depend on the specific training data.
Thus, eg1(z) — €p1 = er1(y) — €m1, em1(2) = er1(y), and e, (2) = €4 (y) for any h learned from training
data. This implies all individual fold error estimates are perfectly accurate, violating Pr[é; # é1] > 0.1
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It is interesting to consider when the k-fold estimate will be much better than the hold-out. It is sufficient
that €; —e; have a significant chance of being different than €; —¢;, i.e. that these variables are not completely
correlated. One scenario in which this is the case is when you have a form of hypothesis stability, which
could guarantee that €; is close to €;.

Finally, we show a worst-case type of result, that Hoeffding bounds can still be used for the k-fold
estimate, as if we had just a hold-out of size n/k:

Theorem 3.3 Hoeffding bounds hold as if we used n/k testing examples. In particular,
Priék > ek +a] < e=20%n/k qna Prlék < ex — a] < e—2a%n/k.

Proof. The proof of Hoeffding bounds for the standard hold-out case of é; and €; with a hold-out set of size
s =n/k,eg. [5], begins by bounding E[e**(°:=¢1)]. Then they use Markov’s inequality with this bound,

E[eAS(él—él):l

Prléy > e; 4 a] = Pre?(F1=1) 5 M) < o

Asx

However, since e"*” is a convex function of z, Jensen’s inequality implies that,

e/\s(éK—éK) _ e%(él_él+"'+ék—5k)
ers(é1—e1) 4ot eNs(Ex—ex)

<
- k

Thus E[eNK=eK)] < E[eMé1-81)] and the proof goes through. B

3.6 Related Work

Leave-one-out cross-validation, which is also common in practice, corresponds to & = n. There is more
prior work on this type of cross-validation [45, 55, 24, 61, 39, 43, 44], as referenced by Kearns and Ron
[45]. Their bounds depend on the VC dimension [60] and hypothesis stability [45]. Restrictions of some
kind seem unavoidable, as there are interesting examples of situations where the leave-one-out estimate is
always off by 50% [45]. These terrible-case examples do not exist for k-fold cross-validation with small £,
because it is better than a hold-out set of corresponding size, which is a good estimator. In addition, certain
algorithms, such as nearest neighbor, have been shown to have good performance with leave-one-out [23].
Our bounds, however, are not very informative in the leave-one-out case, because we would be comparing
it to a hold-out of a single element.

As far as we know, the only other theoretical guarantees of the k-fold estimate are given by Anthony
and Holden [4], who extend the analysis of Kearns and Ron [45] to the k-fold setting. They judge the k-fold
error as an estimate of the true error of the hypothesis trained on all the data. This is a natural formulation of
the problem, because in practice the hypothesis often chosen is this untested hypothesis. However, because
the new hypothesis is untested, their performance guarantees depend on VC dimension, and their results are
sanity-check bounds which relate the k-fold error to the resubstitution error. For large &, leaving a small
number out, the resubstitution error may be a better estimate than the corresponding hold-out, and their
bounds may bridge the gap between leave-one-out (kK = n) and typical k-fold (k is a small constant).

In very nice theoretical work, Kearns has analyzed the right amount of data to hold out for the purposes
of model selection [44]. In this setting, he would like to select the best hypothesis from a set of hypotheses
generated by learning algorithms. He shows that there is, in some sense, an optimal amount of data to hold
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out for the purposes of testing these hypotheses. Since cross validation is very useful for model selection
[43], it would be useful to do the same for k-fold cross-validation.

Other forms of cross-validation that are used in practice include the bootstrap [26] and jackknife esti-
mates [25]. Analyses of these are average case or asymptotic, so it would also be nice to provide meaningful
worst-case guarantees.

On another note, if the k-fold hypothesis is chosen as an average of the £ generated hypotheses rather
than the randomizing hypothesis, it is similar to bagging[11]. In that situation, the goal is to reduce the
generalization error, which Breiman claims can be achieved by reducing the variance in the hypothesis. On
the other hand, we are concerned more with the variance in our error discrepancy. Thus decreasing the
generalization error of the final hypothesis would make the k-fold error a worse estimate. It would also
be interesting to explore the connection between hypothesis instability, which Breiman discusses for the
purposes of reducing generalization error, to hypothesis stability, which Kearns and Ron [45] trace back to
Devroye and Wagner [24] for the purposes of accurate error estimation.

Finally, progressive validation, introduced in [9] is another method of beating the hold-out. We still
have a hold-out of size m, but when testing the :th element of the hold-out, we train on the training set and
the first + — 1 elements of the hold-out.



Chapter 4

Splay Trees

In this chapter, we first describe splay trees and then discuss the major open question about splay trees
— the so called dynamic optimality conjecture [58]. We do not prove the dynamic optimality of splay trees.
Instead, we describe a binary search tree algorithm with what we call dynamic search optimality. We hope
that this algorithm may lead to a dynamically optimal algorithm.

4.1 Binary Search Trees

A binary search tree (BST) is a data structure for storing a totally ordered set of (key,object) pairs, such as
(name social security number) with the standard lexicographic ordering on names. Each node in the tree
represents one object, and everything in the left subtree must have a key less than the node, while everything
in the right subtree must have a key greater than the node. For our purposes, we are not interested in the
actual objects or even the specific values of the keys (just their relative ordering), so we will assume that
the trees only contain integer keys 1,2, ..., n. An example of such a tree containing integers is shown in
Figure 4.1.

In general, the operations on such trees include insertion, deletion, access(finding a key), and various
other operations. In fact, we will specifically be interested in just the access operations. For the access
operation, we simply have to start at the root of the tree and move down the edges until we find the accessed
node. The search cost of an access is simply the depth of that node.

You can see that if a tree is very deep, then the search cost of an access may be very high. A BST of n
nodes has depth between log n and n. One traditional way to ensure low-cost accesses was to balance the
tree, i.e. make sure that it doesn’t have more than O (log n) depth. This can be achieved by several methods
such as AVL trees [2] and red-black trees [34]. The standard way to restructure a tree is by rotations. A
rotation, shown in Figure 4.1, is a way of swapping a child and parent node in a BST, such that the order
properties of a BST are preserved.

4.2 Static and Dynamic Optimality

As mentioned, the search cost of a node is simply the depth of that node. In addition, we would like to allow
algorithms to perform arbitrary rotations, at a cost of one per rotation. An on-line algorithm is said to have
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Figure 4.2: Rotating the edge (b, d).
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dynamic optimality if it has a constant competitive ratio, i.e.,

Definition 4.1 (Dynamic optimality) An algorithm is dynamically optimal if its cost on an arbitrary
sequence of accesses is O(n + DYNAMIC-OPT), where DYNAMIC-OPT is the minimum cost of this
sequence of accesses for a dynamic BST algorithm that pays 1 per rotation.

Sleator and Tarjan have conjectured that splay trees, defined in the next section, are dynamically optimal
[58]. While they were not able to prove this, they did show static optimality for splay trees, a weaker
condition stating that the algorithm is constant competitive relative to the class of static BSTs, i.e.,

Definition 4.2 (Static optimality) An algorithm is statically optimal if its cost on an arbitrary se-
quence of accesses is O (n-+STATIC-OPT), where STATIC-OPT is the minimum cost of this sequence
of accesses for a static BST that does no rotations.

Various other properties of BST algorithms have been proposed and shown for splay trees, but they
are almost all corollaries of dynamic optimality. In particular, dynamic optimality implies of course static
optimality and the much more difficult dynamic finger conjecture, proved by Cole [13, 14, 15]. Tarjan has
proven the sequential access theorem, stating that the cost of accessing nodes 1 through n by splays is O(n),
regardless of the starting tree [59]. This is also necessary condition for dynamic optimality to be true.

We believe that there is some dynamically optimal BST algorithm, which would be progress towards the
dynamic optimality of splay trees.

Conjecture 4.3 There is some on-line BST algorithm that is dynamically optimal.

In trying to prove this conjecture, we ignore the computational costs associated with deciding which
nodes to rotate. Of course, this allows us to propose some ridiculously inefficient algorithms, but our main
goal is to find out if the above conjecture is true or false.

Dynamic optimality, for any BST algorithm, may be difficult to achieve for two reasons. First of all, the
algorithm has to decide which nodes to keep near the root. Secondly, it has to be able to get these nodes near
the root without using too many rotations. We show that the first difficulty is not insurmountable. That is, we
break the cost of an access into two parts, the search cost and the rotation cost. Then, we have an algorithm
with dynamic search optimality, meaning that its search cost is O (n+DYNAMIC-OPT), where DYNAMIC-
OPT is still the minimum total cost (search cost + rotation cost) BST algorithm, for any sequence.1 This
type of unfair competitive analysis, where the cost function for the on-line algorithm is different than the
cost function of the off-line algorithm, is not uncommon [7]. Furthermore, static optimality can be viewed
in the same way, if we consider the cost of rotations to be infinite cost for off-line algorithms.

Definition 4.4 (Dynamic search optimality) An algorithm has dynamic search optimality if its search
cost on any sequence of accesses is O (n~+ DYNAMIC-OPT), where DYNAMIC-OPT is the minimum
cost of this sequence of accesses for a dynamic BST algorithm that pays 1 per rotation.

There is no especially strong evidence suggesting that any BST algorithm is dynamically optimal. A nat-
ural approach to disproving this would be to present a set of sequences, and argue that no on-line algorithm
can handle all these sequences in a dynamically optimal manner. The simplest form of this argument would
be that the on-line algorithm cannot “guess” which node comes next and therefore has too many nodes to
keep near the root. However, the existence of an algorithm with dynamic search optimality implies that this
type of argument is not possible.

'If rotations are free, a natural idea is at each step, to choose the tree of the optimal off-line algorithm so far. This is not as
simple as it sounds, because off-line optimality is ambiguous. For example, suppose you start with a 7 node “line” tree of depth 7.
After several accesses to node 1, the deepest node, any optimal off-line algorithm must have brought it to the root. There are 132
equally optimal ways to do this, all using 6 rotations.
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Wilber [65] made some progress by proving lower bounds for off-line algorithms. In particular, he has
shown that a random sequence of accesses in {1,2,...,n} costs an expected 2(logn) per access for off-
line algorithms. This is another necessary condition for dynamic optimality to be possible. For, any on-line
algorithm costs an expected #(log n) just in search cost (not counting rotations) since the average depth of a
node is #(log n).

We go slightly farther in analyzing the cost of random sequences. We show that the number of sequences
with off-line cost k is less than 2'2* for any k. For information-theoretic reasons, dynamic optimality of
any BST algorithm would imply that there are less than 3* such sequences.? Essentially, we give a way to
describe off-line rotations in 12 bits per rotation, even though there are, in general, n — 1 possible rotations
one can perform.

4.3 Splay Trees

Splay trees are an adaptive BST algorithm. When an element is accessed, several rotations are performed in
the tree to move that node to the root. There are three cases based on the position of the accessed element x
in the tree:

A. If z is a child of the root, rotate & up in the tree.
B. If 2 is a left child of a right child (or a right child of a left child), then rotate x up twice.

C. If z is a left child of a left child (or a right child of a right child), then first rotate x’s parent up and
then x up.

It is not difficult to see that every rotation described above decreases x’s depth in the tree by one. When a
node is accessed, the above is applied until z is at the root. For a good survey of splay trees, see [3].

We view the cost of an access to be the depth of the element (with the root having depth 1) plus the
number of rotations performed. For splay trees, this cost is 2d — 1 if a node at depth d is accessed. For a
static tree, i.e. no rotations are performed, it is simply d. Sleator and Tarjan proved the static optimality of
splay trees. This says that splay trees are as good, to within a constant factor, as any static tree.

Theorem 4.5 (Static optimality of splay trees [58]) Starting from any tree on n nodes, the cost of
an arbitrary sequence of accesses by splaying is O(n 4+ STATIC-OPT), where STATIC-OPT is the
minimum cost of this sequence of accesses for a static tree.

From this theorem, we see immediately that the average cost per access in splaying is O(log n) as long
as m > n, because the static complete binary search tree has depth log n.

4.4 Related Work

On-line analysis was invented by Sleator and Tarjan [57]. The state of affairs with regards to splay tree
conjectures and theorems is described well in [3]. In terms of the off-line optimal algorithm, little is known.
Wilber [65] has shown a particular sequence that has a O(n logn) lower bound. The sequence involves
writing down the numbers between 0 and 2* — 1 in binary in order, using % bits each. Then simply reverse
the bits in each number, i.e. 1010 — 0101.

2Given an on-line algorithm, such as splaying, any access sequence can be described by the location of each node in its corre-
sponding tree. This can be described using 3 symbols (left, right, and stop) and has length proportional to the search cost. There is
no need to describe the rotations performed by the on-line algorithm, since those can be determined from the access sequence. So,
for any on-line algorithm, there are at most 3* sequences costing less than % .
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Lucas shows that a constant competitive optimal off-line algorithm exists that rotates edges which form
a connected subtree containing the root and the next element to be accessed [51]. She also shows that if x
and its descendents are never accessed, then the optimal algorithm need not rotate them.

Sleator and Tarjan prove most of their results by assigning general weights wy, . .. , w, to the different
nodes. They define a potential which assigns each node a rank that is the log of the sum of weights on it
and all of its children. The total potential is the sum of these ranks, and they show that the amortized cost
of splaying  is at most 3(r(¢) — r(«)) + 1, where r(¢) is the rank of the root and r(z) is the rank of z.
From this theorem, they are able to establish the balance theorem, stating that the amortized cost per access
is O(log n), the static optimality theorem, and the static finger theorem, which says that for a fixed element
1 < y < n the amortized cost of splaying z is O(log |z — y| + 1).

The dynamic finger theorem, which would follow from dynamic optimality, was proven by Cole [13, 14,
15]. This states that the amortized cost of splaying z is O(log |z — y| + 1), where y was the node splayed
prior to z.

Several variants on splaying have been suggested including top-down splaying, semi-splaying (where
the node being splayed isn’t moved all the way to the root) [58], and randomized splaying [31, 1]. Splay
trees have also been applied to data compression [33].

4.5 Lower bound

We assume that the nodes in the tree are simply the numbers 1, 2, ..., n,and m is the length of the access
sequence. We further assume that all algorithms, on- and off-line, begin with the same fixed tree, say, rooted
at » and having depth 7. In this section, we prove the following. The constant 12 is not really important,
and we are mostly interested in the fact that it is 20(F).

Theorem 4.6 The number of access sequences having optimal off-line cost k is at most 2'2%, for all
k > 0, regardless of n or m.

Proof. We use an information theoretic argument based on the the fact that one can concisely describe any
sequence having optimal off-line cost k. To summarize, we will argue that it is possible to describe any
access sequence via the trees used in the optimal off-line algorithm and get a description that is of size
O (k). First, loosing a factor of two, we assume that the off-line algorithm moves the next node accessed to
the root prior to its access. Then, it suffices to describe the sequence of trees, because the accesses will just
be their roots. To do this, we describe the set of rotations performed from each tree to the next, which we do
in at most 67; bits if there are r; rotations. This implies that there are at most 2°* possible sequences of cost
k because there are at most 2°% descriptions of length 6%. However, we lose an overall factor of two due to
the following assumption.

As several people have observed, we may assume that the off-line algorithm rotates the next node to be
accessed to the root before each access. This adds at most a factor of two to the optimal cost. Given any
off-line algorithm, we can modify it by making it rotate a node to the root immediately before accessing it.
If the item was at depth d, then we have paid an additional d — 1, but we have decreased the search cost by
d — 1. Immediately after the access, we can reverse the rotations (all rotations are reversible), and move the
node back to where it was at a cost of d — 1. Thus, we have paid 2(d — 1) when the former algorithm paid
onlyd — 1.

Like Lucas [51], we think of a rotation as an edge rotation which changes a single edge from either left
to right or right to left. Of course, the nodes adjacent to an edge may change. But based on our assumption
that the next access is rotated to the root, it is not difficult to see that all the edges on its path to the root must
be rotated at least once.
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Lucas argues that without further loss of generality one may assume that the set of edges rotated by an
optimal off-line algorithm form a single connected component that includes the root and the next node to
be accessed. Briefly, this is because any rotations of edges not in this connected component could easily be
delayed (using lazy programming) until they are in such a connected component. Their delay will not affect
the search cost, since these rotations cannot affect the depth of the next access, nor does their delay affect
the rotation costs.

Next, observe that regardless of the order of the rotations, one can completely describe the result of the
rotations in 6w bits if there are w edges. First, describe the subset of edges that were rotated one or more
times. Since this is a rooted subtree, one can describe this using the symbols left (00), right (01) and up
(1), to form a cycle that traverses each edge twice, using a total of 3w bits. Next describe their position in
the resulting tree. In the resulting tree, these edges will still be a rooted subtree, so one can describe them
also with 3w bits. First note that the set of nodes in this subtree doesn’t change even as the positions of
the edges do. Secondly, notice that the shape of this subtree completely determines the positions of all the
nodes, because this is a BST. Finally, note that off-line algorithm has to perform at least w rotations.

Thus, one can describe the optimal sequence of trees (and thus the access sequence) in 6r bits if it
performs r rotations. Since we lose a factor of two due to our first assumption, this proves the theorem. i

4.6 Dynamic Search Optimality

In this section, we will consider probability distributions. A tree can be thought of predicting the next access,
where it predicts nodes closer to the root with higher probability. From our lower bound, we see

Corollary 4.7 There is a probability distribution over arbitrary sequences of accesses, that assigns
probability at least 2~ '* to an access sequence of optimal off-line cost k.

Proof. Choose a cost k according to the distribution 1/2*. By Theorem 1, there are at most 2'2* sequences
of that cost. il

It is easy to convert a BST into a probability distribution p such that p(j) > 3—depth(j) Simply choose
7 by beginning at the root, going left, right, or stopping, each with probability 1/3 (when possible). It is also
possible to convert a probability distribution into a tree.

Observation 4.8 For a probability distribution p over individual accesses, we can create a BST

such that depth(a) < 1 — log p(a) for any node a.

Proof: For the root, choose the first 7 such that Zi_l p(i) < 1/2and 377 | p(i) < 1/2. Recurse on the
numbers less than ¢ (normalizing p) to create the left subtree, and the numbers greater than ¢ for the right
subtree. It is easy to see that the total probability of any subtree rooted at depth d is at most 1/29! so a
node of probability p(¢) cannot be deeper than — log p(z). 1

We can combine these two ideas to make an on-line algorithm.
Theorem 4.9 For any probability distribution p over access sequences, we can create an on-line
algorithm with search cost at most m — log p(ayaz . . . a,,) for every access sequence aias . . . Gy, .

Proof. The distribution p can be thought of as predicting the next access from the previous accesses. In
particular, the conditional probability of the next access given the previous accesses is ,

D bipto b P01+ i1 ibigy b))
Zb,‘,...,bm p(a1 .. .ai_lbin_l e bm) '

pi(a;) = plaglaray .. .a;_1) =
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We can write p as a product of the conditional distributions of access ¢, 1i.e.,

m

plaag...an) = Hpi(ai).

1

Our on-line algorithm works as follows. For the ith access, we have enough information to compute p;.
We then convert p; into a tree by the method of Observation 1. Thus, the depth of access «a; in this tree will
be no more than 1 — log p;(a;). Our total search over m accesses is at most

Zl —log pi(a;) = m —logplaray .. .ay).
1

Corollary 4.10 There is an on-line algorithm that has dynamic search optimality. In particular, on
any access sequence, its search cost is at most 14 times the optimal off-line total cost.

Proof. We use the probability distribution of Corollary 1 in combination with Theorem 2 to get a total cost
of m plus 13 times the optimal off-line cost. But 7 is no larger than the optimal off-line cost. i

4.7 Future Work

In trying to go from dynamic search optimality to dynamic optimality, we must find a way to ensure that the
number of rotations is small, i.e. not much more than the total cost of the optimal algorithm. It would suffice
to find a dynamlically search optimal algorithm whose rotation cost was bounded by a constant times the
search cost. This is not true for the algorithm we have proposed. Our algorithm makes no attempt to save on
rotations, and goes from a probability distribution to a tree after each access, using in no way the previous
tree.

One possibility would be to carefully analyze how it is that the probability distribution over next accesses
changes. When node 2 is accessed, how exactly does it affect the probability of node j being accessed
next? If one understood this well, then perhaps one could move between consecutive distributions with few
rotations.

It would be nice to extend the technique we used for the move-to-front analysis in the introduction to
splay trees. Suppose we make it mandatory to immediately move the requested node to the root exactly as
splaying does. Then, by the same reason as in move-to-front, we will increase the cost of any algorithm by
at most a constant factor. Next, suppose we increase the cost of each rotation by a constant factor ¢, further
increasing the cost by at most a factor of ¢. Then, one might hope to show that the lazy approach works, i.e.
delaying a rotation to the next round will not cost anything extra. Unfortunately, this is not true for splay
trees, but it might be true for some variation on them, such as randomized splay trees [31, 1].
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